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Introduction

● Reflexion (Shinn et al., 2023) enables language models to 
revise their reasoning through feedback. 

● However, Reflexion often fails due to self-reinforcing errors 
and limited reasoning diversity.

● We propose Multi-Agent Reflexion (MAR) which improves 
upon standard Reflexion, achieving an 3% gain on HotPotQA 
and a 6.2% improvement on HumanEval.

MAR Results

Multi-Agent Reflexion (MAR)

Persona Design

Why MAR Outperforms Baselines and Reflexion
● Breaks Single-Agent Blind Spots: Multiple agents bring 

diverse reasoning styles, reducing repeated mistakes.
● Catches More Errors: Different personas (e.g., QA, senior 

dev, reviewer) surface different failure modes in the code.
● Judge-Based Selection: A final judge aggregates all the 

debaters into the best reflection, preventing convergence 
on a bad fix. 

● Explores Broader Solution Space: MAR increases the 
chance that at least one agent finds the correct logic

● Build distinct personas that disagree by design, encouraging 
diverse reasoning and avoiding stagnation of debates
○ Final Judge persona to guide, assess, and finalize 

multi-agent debates
● Encourage “tit for tat” disagreement rather than extreme 

adversarial behavior better reasoning
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Reflexion: Overview

● MAR improves HumanEval by +6 points over Reflexion and 
15.5 over baseline GPT-3.5. 

● MAR improves with ReAct on HotPotQA by +1 points over 
Reflexion and +15 over baseline with GPT-3.5. 

Reflexion: Limitations
Reflexion improves reasoning through self-reflection, but has:
● Confirmation bias 
● Repeated failed reasoning
● Degeneration-of-Thought (Liang et al., 2025)

Takeaways
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